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A short teaser:
what you'll be able to do after this course




3D Convolutional Networks
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Image Source: 3D Convolutional Neural Networks for Classification of Functional
Connectomes. https://arxiv.org/abs/1806.04209
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One gated convolutional neural network block
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Figure 2. Gated Convolutional Neural Network with Multi-Layered Classification Model
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Audio Classification Using Convolutional Neural Networks

Spectogram of an audio clip corresponding te “finger snapping:”
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Spectogram of an audio clip corresponding to “synthetic singing:”




Photographic Style Transfer with Deep Learning

Model Result
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Diffusion model and image generation
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Large language model and agents

o
Data Task

=) )

&e @ ¥ - /

: Geometry Algebra Diagram Others s Dokisitog

| - - -
MathVista, MATH-Vison, ErrorRodar
I \’.’" ' ' /

Vo ™ § )
Texl-Only\ (\-"ision-Only Proving
. v,
B A |
. - Others
: \r.g.. GSMEK, .i!.ITII/ \ e, MarhVerse / \_ J

Figure 1: The illustration of our research scope (i.e.,
investigating the MLLM’s math reasoning capability).
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Some course projects from prior years
[

* Spring 2023

* Breast Cancer detection using ultrasound imaging

LSTM music generation
Predicting stock prices using LSTMs
Creating Surrealism Artworks with DCGAN
Exploring the Impact of Activation Functions and Normalization Techniques

* Spring 2024
« Gradio framework with self-supervised learning
* Song generation
Diagnosis of Chest X-ray Images
Audio-to-video image animation
* Movie recommendations
Sentiment analysis using BERT
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A bit about your instructor




My research interests
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My research interests

[ .
Research Group: adaptinfer.org
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About the course




The Al Revolution

sl 08/22/22
== Mldjourney Stable Diffusion by Stability Al released
an open-source model enabling 11/30/22
high-quality text-to-image generation. ChatGPT by OpenAl debuted,
07712722 marking a milestone with its
B <
rapid user growth and
conversational capabilities,

Midjourney /launched as an Al-powered
image generation tool on Discord,
gaining traction among creatives.

Nov.

Jul.

Source
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https://ai-pro.org/learn-ai/articles/navigating-the-ai-revolution-timeline-of-2023-2024/

The Al Revolution

GPT
DAL
ANTHR 03/14/23

GPT-4 released with enhanced
natural language processing and
multimodal capabilities; Anthropic
released the first version of its

09/13723

The inaugural bipartisan “Al Insight

Claude language model: OpenAl 04/23 Forum™ was held in the US Senate;
released DALL-E 2. InstructGPT Claude 2 received criticism for its
o launched to improve stringent ethical alignment.

11/23
The first Global Al Safety
Summit held in the UK;
OpenAl's Dev Day
introduced custom GPTs.

—® instruction-following
capabilities.

p

a

07/00/23

_ Sarah Silverman’s lawsuit t &

* against Meta and OpenAl . &

for copyright infringement 10/30/23
03/01/23 highlighted legal issues. ﬁresl_dom Biden Ry
12/06/23
cll:atQPTdAPl :3““9""“- signed an executive Google officially launched
allowing developers 1o 07/23 order on Al focusing Gemini. its new generative
integrate ChatGPT into Claude 2 released with on safety and security. Al model and chatbot.
various applications. expanded context and
new features,
Mar. Apr. Jul. Sep. Oct. Nov. o—m ——— Dec.

Source
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The Al Revolution

0a/24 & Privacy |
Anthropic released Claude 3,
claiming to have set new industry
benchmarks across a wide range of
cognitive tasks: Inflection-2.5
released with significant efficiency
improvements; Jamba by Al21 Labs
was introduced, featuring a hybrid
01/19/24 o

Stable LM 2 released
by Stability Al with
enhanced LLM
capabilities.

—

07/24

Sora became available for
testing; Claude Android
app released: Private
Cloud Compute announced
by Apple;: X explores
deeper grok integration.

/24

Al to play a key role
in climate change
and sustainability
efforts.

068/24
Claude 3.5 Sonnet and Apple

narza
Intelligence unveiled, enhancing Anthropic to expand I

Al capabilities and privacy Claude’s features,
"%} features; Apple unveiled Apple including voice assistants.
=) Intelligence At WWDC 2024,
02/16/24 D4/10/24 08/24
OpenAl Sora announced. | Mixtral 8x22B launched by Apple Intelligence =
a text-to-video model Mistral Al, showcasing advanced integrated into i0S 18, IR PER, "”“f‘
creating realistic videos efficiency in LLM applications. iPad0S 18. and mac0S GnP,TC-'ga ?th redease °d
from text prompts. Sequola. w advance
conversational
capabilities.
o o— I !
Jan. Feb. Mar. Apr. Jun. Jul. Aug. Sep. Oct. Nov.

e

Source
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The Al Revolution

NVIDIA Corporation -~ NASDAQ:NVDA

17411 uso +161.55 (+1,27910%) 2
Friday, 4:00 PM GMT-4 - Disclaimer

1 Day 5 Days 1 Month Ytd 1Year 5 Years Max

150
100
50
Feb Aug Feb Aug Feb Aug Feb Aug Feb Aug
2021 2022 2023 2024 2025
Open 17811 Mkt Cap 4.25T Prev close 18017
High 17815 P/E ratio 48.99 52W high 184.48

Low 17315 Volume 243M 52W low 86.62
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Course

Schedule / Calendar

]
Week Lecture Dates Topic Assignments
Week Lecture Dates Topic Assignments
Module 1: Introduction and Foundations
Module 3: Intro to Generative Models
1 9/3 Course Introduction
9 10/27, 10/29 A Linear Intro to Generative Models,
Factor Analysis, Autoencoders, VAEs
2 9/8,9/10 A Brief History of DL, HW1
Statistics / linear algebra / calculus review 10 11/3,11/5 Generative Adversarial Networks, Project Midway Report
Diffusion Models
3 9/15,9/17 Single-layer networks
Parameter Optimization and Gradient Descent Module 4: Large Language Models
4 9/22,9/24 Automatic differentiation with PyTorch, HW 2 11 11/10, 11/12 Sequence Learning with RNNs HW4
Cluster and cloud computing resources Attention, Transformers
Module 2: Neural Networks 11/17,11/19 GPT Architectures,
12 . .
Unsupervised Training of LLMs
5 9/29, 10/1 Multinomial logistic regression,
Multi-layer perceptrons and backpropagation 13 11/24,11/26 | Supervised Fine-tuning of LLMs, HW5
Prompts and In-context learning
10/6, 10/8 Regularization HW 3
6 Normalization / Initialization 14 12/1,12/3 Foundation models, alignment, explainability
Open directions in LLM research
10/13, 10/15 Optimization, Learning Rates Project Proposal
7 CNNs 15 12/8,12/10 Project Presentations Project Final Report
8 10/20, 10/22 Review, In-class Exam 16 12/17 Final Exam Final Exam
Midterm Exam
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Course webpage

adaptinfer.org/dgm-fall-2025

STAT 453 logistics lectures notes calendar homework project

Deep Learning and Generative Models

STAT 453 - Fall 2025 « UW-Madison

WISCONSIN

¢ Time: Monday/Wednesday 8:00-9:15am
¢ Location: Morgridge 1524
 Discussion: Canvas
¢ HW submission: Canvas
¢ Contact: Students should ask all course-related questions on Canvas, where you will also find announcements. Individual enquires can be directed to TA/instructor emails.

» Instructor Benjamin Lengerich TA Baiheng Chen
; Email: lengerich@wisc.edu Email: bchen342@wisc.edu
i # Office hours: TBD Office hours: TBD

+ Canvas for assignments / submissions / grades

Ben Lengerich © University of Wisconsin-Madison 2025


https://adaptinfer.org/dgm-fall-2025

Check your settings on Canvas

/ \
\( )) — SEBASTIAN RASCHKA > Notification Preferences

| Notifications

Notification Preferences

Profile  Notify me right away @ Send daily summary Send weekly summary X Do not send me anything
Files
o Email Add
Seitings Course Activities Shiai
ePortfolios Due Date @ X
BOX . .
sdnElrould be activated by i 5
Course Content i X
- default, but please .
Announcement double_CheCk m X
Announcement Created By You m X
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Logistics

= e Textbook:

* Machine Learning with PyTorch and Scikit-Learn: Develop machine learning

and deep learning models with Python. Sebastian Raschka, Yuxi (Hayden)
Liu, Vahid Mirjalili. Packt Publishing; 1st edition February 25, 2022

e Used as areference - exams will be based on lecture material

 Class Announcements: Canvas
» Assignment Submissions: Canvas

* Instructor: Ben Lengerich
« Office Hours: Mondays 10am-1lam, Morgridge 5683
* Email: lengerich@wisc.edu

« TA: Baiheng Chen
e Office Hours: TBD
 Email: bchen342@wisc.edu
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Grading

« 20% HW Assignments

« 20% Midterm Exam
* End of Module 2 (~10/22)
e Format: In-class, Open-notes. No calculator / phone / Al allowed.

« 30% Final Exam

* 12/17 5:05PM
* Format: Location TBA. Open-notes. No calculator / phone / Al allowed.

« 30% Final Project

* Milestones dues along the way

* Lecture Notes (up to 5% extra credit)
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Extra Credit: Lecture Notes

« Opportunity: Sign up to write lecture notes for each lecture. If

the notes meet quality standards, students will receive +2% extra
credit added to their final grade.

 Sign-up sheet

* You are expected to work together with the other scribe(s) to submit 1 note
document for the lecture.

* Accepted notes will be hosted on our course webpage (optionally with your
name attached, your choice).

« Submission: Submit via GitHub Pull Request for the course
webpage.

e Lecture notes must be submitted within one week.

 Template is available on the webpage.
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https://docs.google.com/spreadsheets/d/1mG8T3ho2CFYZm58VHrrORN6I6lHxQNp_4I9hx6L2M7M/edit?usp=sharing
https://adaptinfer.org/dgm-fall-2025/notes/
https://github.com/adaptinfer/dgm-fall-2025/blob/master/_posts/README.md
https://adaptinfer.org/dgm-fall-2025/notes/lecture-notes-template/

Extra Credit: Lecture Notes (cont.)
« Opportunity: You can also receive +1% by making a material
improvement to a classmate’s lecture note.

* Notes will be posted on the course’'s GitHub page; if you see an
opportunity to improve a classmate’s lecture note, submit a
GitHub Pull Request with the improvement.

* You can do this up to 3 times for credit.

* Max extra credit is 5%:

« 2% for a planned lecture note
* 3 x1% for improvements to classmate’s lecture notes

Ben Lengerich © University of Wisconsin-Madison 2025
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Grading Scale

* No curving:

* A: 93-100%
AB: 88-92%
B: 83-87%
BC: 78-82%
C:70-77%

D: 60-69%
F: Below 60%

Ben Lengerich © University of Wisconsin-Madison 2025



Homework Policies

* Assignments must be submitted via Canvas by the deadline
(typically Fridays at 11:59 PM).

« Late submissions will incur a penalty of 10% per day, up to
three days, at which they will not be accepted.

 Collaboration: Students may collaborate on understanding the

pro
too
Uunac

blems, but all submitted work must be individual. Use of Al
s is allowed, but answers must reflect your own

erstanding. You are responsible for ensuring no plagiarism.
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Project

* Proposal (5%)

« Midway Report (5%)

* Presentation (5%)

* Report (15%)

 Collaboration: Teams of up to four students are allowed.

- Honors Optional Component: Individual extension to your
project. Email me!

Ben Lengerich © University of Wisconsin-Madison 2025



Attendance / Participation

» Attendance and participation are expected, though they
are not part of the formal grade calculation.

 Contact the instructor in advance of extended absences.

Ben Lengerich © University of Wisconsin-Madison 2025



Calendar

¢ >  September 2025 ~ N o &

SUN MON TUE WED THU FRI SAT
Sep 1 2 3 4 5 6
First day of class
® 8am STAT 453 L
T 8 9 10 1" 12 13
® 8am STAT 453 L ® 8am STAT 453 L
® 10am Prof. Lenc
14 15 16 17 18 19 20
® 8am STAT 453 L ® 8am STAT 453 L
® 10am Prof. Lenc
21 22 23 24 25 26 27
® 8am STAT 453 L ® 8am STAT 453 L
® 10am Prof. Lenc
28 29 30 Oct 1 2 3 4

® 8am STAT 453 L ® 8am STAT 453 L
® 10am Prof. Lenc

STAT 453 Fall 2025
Events shown in time zone: (GMT-05:00) Central Time - Chicago Go 9|€ Calendar
Add to Google Calendar
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My philosophy

Lectures Readings  Homeworks Quizzes/Exams
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Academic Integrity

* By virtue of enrollment, each student agrees to uphold the high
academic standards of the University of Wisconsin-Madison;
academic misconduct is behavior that negatively impacts the
integrity of the institution. Cheating, fabrication, plagiarism,
unauthorized collaboration and helping others commit these
previously listed acts are examples of misconduct which may
result in disciplinary action. Examples of disciplinary sanctions
include, but are not limited to, failure on the assignment/course,
written reprimand, disciplinary probation, suspension or
expulsion.
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Mental Health & Wellbeing

» Students often experience stressors that can impact both their
academic experience and personal well-being. These may
include mental health concerns, substance misuse, sexual or
relationship violence, family circumstances, campus climate,
financial matters, among others.

« UW-Madison students are encouraged to learn about and utilize
the university's mental health services and/or other resources as

needed. Students can visit uhs.wisc.edu or call University
Health Services at (608) 265-5600 to learn more.
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Questions about Course Logistics?

©



Today

Course overview

What is machine learning?

The broad categories of ML

The supervised learning workflow
Necessary ML notation and jargon
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About the practical aspects and tools
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What is Machine Learning?

The Traditional Programming Paradigm

Inputs (observations)

7N

Programmer —» Program —> Computer —> OQutputs

[ |
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What is Machine Learning?

The Traditional Programming Paradigm

Inputs (observations)

7N

Programmer —» Program —> Computer —> OQutputs

[ |

Machine Learning

Inputs T
Computer —> Program

Outputs —
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The Connection Between Fields

Machine Learning

Ben Lengerich © University of Wisconsin-Madison 2025



Not all Al Systems involve Machine Learning

Deep Blue used custom VLSI chips to
execute the alpha-beta search
algorithm in parallel, an example of
GOFAI

(Good Old-Fashioned Atrtificial
Intelligence).

Machine Learning

Deep Lea

7

2016/02/10/kasparov-deep-blue/:
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What This Course is About

Machine Learning

E.g.,

generalized linear models,
tree-based methods,
"shallow" networks,

E.g., symbolic expressions, support vector machines,
logic rules / "handcrafted" nearest neighbors, ...
nested if-else programming Main focus of the course

statements ...

Ben Lengerich © University of Wisconsin-Madison 2025



Example from the Three Related Areas

Machine Learning

Algorithms that learn

models/representations/
rules automatically

from data/examples
A non-biological system
that is intelligent _ _ _
through rules Algorithms that parameterize multilayer

neural networks that then learn

representations of data with multiple layers
of abstraction
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Definition of Machine Learning

Formally, a computer program is said to learn from experience €
with respect to some task 77 and performance measure P if its
performance at T as measured by P improves with €.

Ben Lengerich © University of Wisconsin-Madison 2025



The Fundamental Questions

* Representation
* How to encode our domain knowledge/assumptions/constraints?
* How to capture/model uncertainties in possible worlds?

e Inference

 How do | answer questions/queries according to my model and/or based on
observed data?

e.q. P(X;|D)

* Learning
* What modelis "right” for my data?

e.qg. M =argmaxycyF(D; M)

Ben Lengerich © University of Wisconsin-Madison 2025



The Fundamental Questions in Probabilistic Form
o * Representation

* What is the joint probability distribution of multiple variables?
P(Xy, Xy, Xz, X0, Xz, Xe, X7, Xg)
« Assume Boolean X;. How many state configurations of the joint probability?
° 28
« Can we disallow certain state configurations, and instead focus on a subset?

Ben Lengerich © University of Wisconsin-Madison 2025



The Fundamental Questions in Probabilistic Form

e Inference

 How do | answer questions/queries according to my model and/or based on
observed data?

e.q. P(X;|D)
e Let's try P(Xg|X,): P(Xg, X,)
P(XglX,) = P(i;l)l

3k, Ty ~Ex, PX1Xe)

B ZXZ ZXB“'ZXS P(Xl""'XS)

Require summing over 2° configurations of unobserved variables
On the other hand, if X; all independent: P(Xg|X;) = P(Xg)
Graphical form allows us to work in between.
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The Fundamental Questions in Probabilistic Form

* Learning
 What modelis "right” for my data?

e.qg. M =argmaxycyF(D; M)

« How can we constrain the hypothesis space H so that the search for the
argmax is efficient?

Ben Lengerich © University of Wisconsin-Madison 2025



An example

A possible world for cellular signal transduction:

[ReceptorA ] X [ReceptorB ] X;
[ Kinase C ] X3 [ Kinase D ] Xy [ Kinase E ]Xs
L TF F } X,
Gene G ] X7 [ Gene H X
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An example

Imposing structure of dependencies simplifies representation

[ReceptorA ] X;

____________________________________________________________________________________________

__________________________________________________________________________

[ Kinase C ] X3

Ben Lengerich © University of Wisconsin-Madison 2025



An example

If the X;s are conditional independence (as encoded by a PGM),
then the joint can be factorized into a product of simpler terms:
P(Xl,Xz,XB,X4,X5,X6,X7,X8) —
P(X1)P(X2)P(X3|X1)P(X4|X2)P(X5|X2) P (Xl X3, X4) P(X7|X6) P (Xg| X6, X5)
Reduced from 278

to 18 parameters!

[ Kinase C ] X; [ Kinase D ] Xy [ Kinase E jl(s

Ben Lengerich © University of Wisconsin-Madison 2025
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The broad categories of ML
The supervised learning workflow
Necessary ML notation and jargon
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3 Broad Categories of ML

> Labeled data

Supervised Learning > Direct feedback

> Predict outcome/future

> No labels/targets

Unsupervised Learning > No feedback

> Find hidden structure in data

> Decision process

Reinforcement Learning > Reward system

> Learn series of actions

Source: Raschka and Mirjalily (2019). Python Machine Learning, 3rd Edition

Ben Lengerich © University of Wisconsin-Madison 2025



3 Broad Categories of ML

> Labeled data

Supervised Learning > Direct feedback

> Predict outcome/future
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Supervised Learning

Ex: Regression !
/
® &
/
® -
® -
target y 7
(dependent variable, R I® ®
output) Q = ®
® ®
N >

feature (input, observation)

Source: Raschka and Mirjalili (2019). Python Machine Learning, 3rd Edition
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Supervised Learning

Ex: Classification

What are the © / «— linear decision boundary
class labels (y's)? =) e /

°© o e g4
) /
o / o ©40
© O / S
e//@ @@
X4

Source: Raschka and Mirjalily (2019). Python Machine Learning, 3rd Edition
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Supervised Learning

Recall our prior definition of machine learning:

Formally, a computer program is said to learn from experience €
with respect to some task 77 and performance measure P if its
performance at 7 as measured by P improves with €.

So supervised machine learning is:

* Task T°: Learn a function h: X - Y
* Experience €: Labeled samples {(x;, Vi) }iz4
* Performance P: A measure of how good h is

Ben Lengerich © University of Wisconsin-Madison 2025



Unsupervised Learning

> No labels/targets

Unsupervised Learning > No feedback

> Find hidden structure in data

Source: Raschka and Mirjalily (2019). Python Machine Learning, 3rd Edition
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Unsupervised Learning

Ex: Representation Learning / Dimensionality Reduction with PCA

L __0MODR O XD ___,

PC2 | PC1

Source: Raschka and Mirjalily (2019). Python Machine Learning, 3rd Edition
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Unsupervised Learning

Ex: Representation Learning / Dimensionality Reduction with Autoencoders

Encoder Decoder

Source: https://3.bp.blogspot.com/-OUd11VBJNAM/ T
VsFacR_YhBI/AAAAAAAABO/ZKfKANR]3x0/s1600/
cannot%2Bresist.jpg

latent representation/
feature embedding

Fun fact;: PCA = linear Autoencoder

Source: Raschka and Mirjalily (2019). Python Machine Learning, 3rd Edition
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Unsupervised Learning

]
Ex: Clustering A
/‘—\
//‘ ® ‘\\
e © ¢ @)
lo @ © © ,ll
\ o)
\@ © () ®,
P
— o ‘\
° o\ ’ @ \
/ @ ° /‘ @ \
) 0] 0]
\e © | o %0 |
\Qe_’ ‘e g o® !
= @0
el
X4

Source: Raschka and Mirjalily (2019). Python Machine Learning, 3rd Edition
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Unsupervised Learning

Recall our prior definition of machine learning:

Formally, a computer program is said to learn from experience €
with respect to some task 77 and performance measure P if its
performance at 7 as measured by P improves with €.

So unsupervised machine learning is:

e Task T Discover structure in data
 Experience E€: Unlabeled samples {x;}i=4
* Performance P: Measure of fit or utility
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Reinforcement Learning

> Decision process

Reinforcement Learning > Reward system

> Learn series of actions

Source: Raschka and Mirjalily (2019). Python Machine Learning, 3rd Edition
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Reinforcement Learning

@ CH,

Environment [«

Sti1
CH; e

Figure 5: Representation of the basic reinforcement learning paradigm with a simple molecular example. (1) Given a
benzene ring (state S, at iteration 7) and some reward value R, at iteration #, (2) the agent selects an action A, that adds
a methyl group to the benzene ring. (3) The environment considers this information for producing the next state (.S,,,)
and reward (R,,;). This cycle repeats until the episode is terminated.

Source: Sebastian Raschka and Benjamin Kaufman (2020)
Machine learning and Al-based approaches for bioactive ligand discovery and GPCR-ligand recognition
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Reinforcement Learning

select rect(pl, p2) or build supply(p3) or ..

SC2LE

% StarCratt Il Binary

StarCraft 1| API
Agent
resources
Observations available_actions -1/0/+1
build queue
Non-spatial Screen Minimap
features features features Reward

Vinyals, Oriol, Timo Ewalds, Sergey Bartunov, Petko Georgiev, Alexander Sasha
Vezhnevets, Michelle Yeo, Alireza Makhzani et al. "Starcraft II: A new challenge for
reinforcement learning." arXiv preprint arXiv:1708.04782 (2017).
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Reinforcement Learning

Recall our prior definition of machine learning:

Formally, a computer program is said to learn from experience €
with respect to some task 77 and performance measure P if its
performance at 7 as measured by P improves with €.

So reinforcement learning is:

e Task T Learna policym:§ - A
* Experience €: Interaction with environment
* Performance P: Expected reward
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The 3 Broad Categories of ML

> Labeled data

Supervised Learning > Direct feedback

> Predict outcome/future

> No labels/targets

Unsupervised Learning > No feedback

> Find hidden structure in data

> Decision process

Reinforcement Learning > Reward system

> Learn series of actions

Source: Raschka and Mirjalily (2019). Python Machine Learning, 3rd Edition
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Semi-Supervised Learning

* Mix between supervised and unsupervised learning

* Some training examples contain outputs, but some don't

A ¢ Class 1 B
4 A Class? 4
® Unlabeled :
®: A o A
*e o | A *,0%0 ¢ o %A
1 . A A A °* .o ® A A L, ®
X " X1 ;
1 * e A at oces®®ilaeat
oo o T L A A RV
o ¢ AA *®® o o AA
L 4 A e © ”,' .A ® o
X2 i X2 .

lllustration of semi-supervised learning incorporating unlabeled examples. (A) A decision boundary derived from
the labeled training examples only. (B) A decision boundary based on both labeled and unlabeled examples.
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Self-Supervised Learning

A process of deriving and using label information directly from
the data itself rather than having humans annotating it

Neighbor
} position

(class label)
y 1§&':| _ Input
feat
Randomly Randomly e
sampled sampled
patch neighbor

Predict
neighbor
position

Self-supervised learning via context prediction. (A) A random patch is sampled (red square) along with 9 neighboring patches. (B) Given the
random patch and a random neighbor patch, the task is to predict the position of the neighboring patch relative to the center patch (red square).
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Today
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What is machine learning?

The broad categories of ML

. The supervised learning workflow
Necessary ML notation and jargon
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About the practical aspects and tools
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Supervised Learning Workflow

. Training

/\ New
\ Observations

/

\

/——>_ 2

‘ Inference
Training Dataset
N\ / Predicted Labels
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Using a test dataset to evaluate performance

4 )

- New
- Observations
d

\_ J
Predicted Labels

\

Known Labels P
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Machine Learning vs Deep Learning

o \ e T %

| CRAFTED ) p, Ry @&@O

l FEATURES \ / ﬁ

DEEP "

LEARNING | LEARNING ®
| MACHINE

MACHINE ‘
) | \l'
- | OUTCOME
REPRESENTATIONS - \L 42

THE PARADIGM SHIFT

|
|
OUTCOME U2 '
|
l

Image source: Stevens et al., Deep Learning with PyTorch. Manning, 2020
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Structured vs Unstructured Data

A

Feature vector of the 1st training example

Class label

Index Sepal length Sepal width Petal length Petal width

Species

0.2 )Gris—setos@

1 ( 5.1 3.5 1.4
2 4.9 3 14
3 47 3.2 1.3
150 5.9 3 5.1

Ben Lengerich © University of Wisconsin-Madison 2025

0.2 lIris-setosa

0.2 lris-setosa

1.8 lIris-virginica
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Machine Learning Jargon

» Supervised learning
 Learning function to map input x (features) to output y (targets)

 Structured data

« Databases, spreadsheets/csv files, etc

* Unstructured data
* Features like image pixels, audio signals, text sentences
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Supervised Learning (More Formal Notation)

Training set: D={(x'y'),i=1,..,n}
Unknown function: fx)=y
Hypothesis: h(x) =79
Classification Regression
h R™ > Y, Y ={1, ..., k} h: R™ > R
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Data Representation

Feature vector
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Data Representation

" T L ]
T X1 % ) Xm
1
T 2] [2]1 ... [2]
Xy X = X X = X1 %) Xm
X = :
‘ T LIS 13 I 1 )
_xm_ _Xn_ _xl X Xm |
Feature vector  Feature Matrix / Design Matrix Feature Matrix / Design Matrix
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Data Representation (structured data)

Sepal Sepal Petal Petal
length width length  width

Setosa

2 4.9 3.0 1.4 0.2 Setosa

50 | 6.4 3.5 4.5 1.2 Versicolor fiE\E

150 | 5.9 3.0 5.0 1.8 Virginica
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Data Representation (unstructured data; images

Convolutional Neural Networks

Image batch dimensions: torch.size([128, 1, 28, 28]) <+—— "NCHW" representation (more on that later)
Image label dimensions: torch.Size([128])
print(images[0].size())

torch.Size([1l, 28, 28])

images[0]

tensor([[[0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000,
0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000,
0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0O.0000,

0.0000, 0.0000, 0.0000, 0.0000], 01
[0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000,
0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 5 |

0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000,
0.0000, 0.0000, 0.0000, 0.00007,

[0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 10 4
0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000,

0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000,

0.0000, 0.0000, 0.0000, 0.0000], 15 1

[0.0000, 0.0000, 0.0000, 0.0000, 0.5020, 0.9529, 0.9529, 0.9529,

0.9529, 0.9529, 0.9529, 0.8706, 0.2157, 0.2157, 0.2157, 0.5176, 20 -
0.9804, 0.9922, 0.9922, 0.8392, 0.0235, 0.0000, 0.0000, 0.0000,

0.0000, 0.0000, 0.0000, 0.0000],

[0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 25 1
0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000,

0.6627, 0.9922, 0.9922, 0.9922, 0.0314, 0.0000, 0.0000, 0.0000, 0 5 0 15 20 5
0.0000, 0.0000, 0.0000, 0.0000],

[0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000,

0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.4980, 0.5529,

0.8471, 0.9922, 0.9922, 0.5961, 0.0157, 0.0000, 0.0000, 0.0000,

0.0000, 0.0000, 0.0000, 0.0000],

[0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000,

0.0000, 0.0000, 0.0000, 0.0667, 0.0745, 0.5412, 0.9725, 0.9922,

A annn A annn n ranc A Acan A Annn A nAnnn A Annn A Annn
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Machine Learning Jargon

« Training a model = fitting a model = parameterizing a model =
learning from data

« Training example, synonymous to training record, training instance,
training sample (in some contexts, sample refers to a collection of
training examples)

* Feature, synonymous to observation, predictor, variable,
independent variable, input, attribute, covariate

« Target, synonymous to outcome, ground truth, output, response
variable, dependent variable, (class) label (in classification)

« Output / Prediction, use this to distinguish from targets; here,
means output from the model
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Main Scientific Python Libraries

pr o (and
Stat 451 FS2020 kw ‘ y Sun | mggy
(Machine Learning) astropy j morg)

Ehylables N,

| StatsModlels ’r SC|k|tS |mage
Statistics i Python ~ y image

PyM(

X matploth 0J pandas wy i

\ /v

H H Image by Jake VanderPlas. Source:
M al n tO O I S fO r th | S CO U I’Se https://speakerdeck.com/jakevdp/the-state-of-the-stack-scipy-2015-keynote?slide=8)
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C3:f. maps 16@10x10
C1: feature maps S4: . maps 16@5x5

6@28x28 !
LeNet5(torch.nn.Module): iy

f __init_ (self, num_classes):
super().__init_ ()

‘ Full connection Gaussian connections

f.features = torch.nn.Sequential(
Subsampling Full connection

torch.nn.Conv2d(1, 6, kernel_size=5},
torch.nn.Tanh(),
torch.nn.MaxPool2d(kernel_size=2),
torch.nn.Conv2d(6, 16, kernel_size=5),
torch.nn.Tanh(),
torch.nn.MaxPool2d(kernel_size=2)

Convolutions Subsampling Convolutions

il

TR

f.classifier = torch.nn.Sequential(
torch.nn.Linear(16%5%5, 120),
torch.nn.Tanh(),
torch.nn.Linear(120, 84),
torch.nn.Tanh(),
torch.nn.Linear(84, num_classes),

9
0
9

P e B
4% ¢

RN L8 R TER BN

)

f forward(self, x):
x = self.features(x)
x = torch.flatten(x, 1)
logits = .classifier(x)
probas = torch.nn.functional.softmax(logits, dim=1)
logits, probas

Visual Studio Code

https://code.visualstudio.com

https://github.com/rasbt/stat453-deep-learning-ss21/tree/main/L.01/code
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(base)

:~/code/stat453-ss21-exp$ python simple_cnn.py

PyTorch version: 1.7.0

Using cuda:®@
[W Context.cpp:
on operator())

69] Warning: torch.set_deterministic is in beta, and its de

—— Minibatch Loss
Running Average

Epoch:
Epoch:
Epoch:
Epoch:
Epoch:
Epoch:
Epoch:
Epoch:
Epoch:
Epoch:

eei/eie
eei/eie
ee1i/e1e
eei/eie
eei/eie
eei/e1e
eei/eie
eei/eie
eei/e1e
ee1/e1e

| Batch
| Batch
| Batch
| Batch
| Batch
| Batch
| Batch
| Batch
| Batch
I

Train:

Time elapsed: .09 min

Epoch:
Epoch:
Epoch:
Epoch:
Epoch:
Epoch:
Epoch:
Epoch:
Epoch:
Epoch:

ee2/e1e
ee2/e1e
ee2/e1e
ee2/e1e
ee2/e1e
ee2/e1e
ee2/e1e
e02/01e
ee2/e1e
ee2/e1e

| Batch
| Batch
| Batch
| Batch
| Batch
| Batch
| Batch
| Batch
| Batch
I

Train:

Time elapsed: 0.18 min

Epoch:
Epoch:
Epoch:
Epoch:

ee3/e1e
ee3/e1e
ee3/e1e
ee3/e1e

: ee3/eie
: ee3/eie

: e1e/e1e0
: e1e/e1e
: e1e/e1e
: e1e/e1e0
: @1e/e1e0
1 @l1e/01e0
: e1e/e1e
: e1e/e1e
: @1e/010

ER]
ER]
ER]
ERY]
ER]
Batch

Batch
Batch
Batch
Batch
Batch
Batch
Batch
Batch

Train:

0000/0422
0050/8422
0100/0422
0150/0422
0200/0422
0250/0422
0300/0422
0350/0422
0400/8422
96.72% |

0000/0422
0050/0422
0100/0422
0150/0422
0200/0422
0250/0422
0300/0422
0350/0422
0400/0422
98.12% |

0000/0422
0050/0422
0100/0422
0150/0422
0200/0422
0250/0422

0050/0422
0100/0422
0150/0422
0200/0422
0250/0422
0300/0422
0350/0422
0400/0422
99.55% |

Loss:
Loss:
Loss:
Loss:
Loss:
Loss:
Loss:
Loss:
Loss:

D OO DODDODN

.2935
5462
.3154
.2551
.1792
.2210
.1651
.2155
0.

2306

alidation: 97.

Loss:
Loss:
Loss:
Loss:
Loss:
Loss:
Loss:
Loss:
Loss:

DO DD

.1028
L1167
.0660
.1024
.0847
.0905
.1024
.0719
0.

1302

alidation: 98.

Loss:
Loss:
Loss:
Loss:
Loss:
Loss:

Loss:
Loss:
Loss:
Loss:
Loss:
Loss:
Loss:
Loss:

0.

e
e
8.
0.
e
e
e

0.0720
0.0984
0.0373
0.
]
0

0685

.0511

alidation: 98.68%

ime elapsed: ©.88 min
otal Training Time: ©0.88 min
est accuracy 98.66%
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Further Resources and Reading Materials

* "Introduction to Machine Learning and Deep Learning’, article
https://sebastianraschka.com/blog/2020/intro-to-dl-chO1.html

« STAT451FS2021: Intro to machine Learning, lecture notes:
https://qgithub.com/rasbt/stat451-machine-learning-
fs20/blob/master/L01/01-ml-overview__notes.pdf

* Python Machine Learning, 3rd Ed. Packt 2019. Chapter I.
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https://sebastianraschka.com/blog/2020/intro-to-dl-ch01.html
https://github.com/rasbt/stat451-machine-learning-fs20/blob/master/L01/01-ml-overview__notes.pdf

Many more open-sourced models and libraries

* Huggingface, especially language-model related:
huggingface.co

Image-to-Text

cerspens

The Al community ”
building the future. -~

Conversational

Text2Text Generation

The platform where the machine learning community
collaborates on models, datasets, and applications.

Text-to-Speech

Audi

Tabulas

Reinforcement Le;
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https://huggingface.co/

Questions?
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