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A few notes on course logistics

• Extra credit: lecture notes
• Sign-up sheet
• Check that you are correctly signed up – any issues, please reach out.

• Project
• Honors-optional component: please reach out.

• HW1
• Posted on website
• Due next Friday via Canvas
• Assignment: Implement a Perceptron in Python

• We’ll discuss this in detail next Monday
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https://docs.google.com/spreadsheets/d/1mG8T3ho2CFYZm58VHrrORN6I6lHxQNp_4I9hx6L2M7M/edit?usp=sharing
https://adaptinfer.org/dgm-fall-2025/homework/


Questions about Course Logistics?



What is Machine Learning?
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Formally, a computer program is said to learn from experience ℇ
with respect to some task 𝒯 and performance measure 𝒫 if its 
performance at 𝓣 as measured by 𝓟 improves with ℇ.

• Task 𝒯: Learn a function ℎ:𝒳 → 𝒴

• Experience ℇ: Labeled samples x!, y! !"#
$

• Performance 𝒫: A measure of how good ℎ is

• Task 𝒯: Discover structure in data

• Experience ℇ: Unlabeled samples x! !"#$

• Performance 𝒫: Measure of fit or utility

• Task 𝒯: Learn a policy 𝜋: 𝑆 → 𝐴

• Experience ℇ: Interaction with environment

• Performance 𝒫: Expected reward



Data Representation
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Data Representation
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Data Representation (structured data)
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Data Representation (unstructured data; images)
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Machine Learning Jargon
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• Training a model = fitting a model = parameterizing a model = 
learning from data
• Training example, synonymous to training record, training instance, 

training sample (in some contexts, sample refers to a collection of 
training examples)
• Feature, synonymous to observation, predictor, variable, 

independent variable, input, attribute, covariate
• Target, synonymous to outcome, ground truth, output, response 

variable, dependent variable, (class) label (in classification)
• Output / Prediction, use this to distinguish from targets; here, 

means output from the model



Today: A Brief History of DL
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1. Artificial neurons
2. Multilayer neural networks
3. Deep Learning
4. The DL Hardware & Software Landscape
5. Current Research Trends



A Brief History of ML
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Neural Nets
Bayes Nets

SVMs
???

Courtesy of Rich Caruana



McCulloch & Pitt’s neuron model (1943)
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Warren McCulloch Walter Pitts



From biological neuron to artificial neuron
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• McCulloch & Pitts 
neuron: Threshold 
and (+1, -1) weights
• Can represent 

“AND”, “OR”, “NOT”
• But not “XOR”
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Perceptrons generalize MP neurons
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Continuous 
Weighting Activation 

function



Perceptrons generalize MP neurons
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• Consider regression problem f: XàY for scalar Y
• Let 𝑌 ∼ 𝑁(𝑓 𝑥 , Σ!)
• Then argmax" log∏# 𝑃(𝑦# ∣ 𝑥#; 𝑤) = argmin" ∑#

$
!
𝑦# − 𝑓 𝑥#; 𝑤

!

• We can find argmax" log∏#𝑃(𝑦# ∣ 𝑥#; 𝑤) by iterating:
𝑤! = 𝑤! + 𝜂%

"

(𝑦"−𝑜") 𝑜" 1 − 𝑜" 𝑥!"

Activation 
function

Continuous 
Weighting



Deriving the perceptron learning algorithm
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• Recall the nice property of sigmoid: 

Bonus



Optimism vs. pessimism
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• Optimism in the early history of AI (from wiki)

• Discussion: what do you think about the current AI gold rush?



Can a Perceptron represent XOR?

Ben Lengerich © University of Wisconsin-Madison 2025

• No
• If there were, then there would be constants 𝑤! and 𝑤" such that:

• When 𝑥$ = 𝑥!, then 𝜎(𝑤$𝑥$ + 𝑤!𝑥!) < 𝜃
• When 𝑥$ ≠ 𝑥!, then 𝜎(𝑤$𝑥$ + 𝑤!𝑥!) ≥ 𝜃
• Let 𝑥$ = 1, 𝑥! = 0

• Eq. 1 : 𝜎(w$) ≥ 𝜃
• Let 𝑥$ = 0, 𝑥! = 1

• Eq. (2): 𝜎(w!) ≥ 𝜃

• Let 𝑥$ = 1, 𝑥! = 1:
• Eq. (3): 𝜎(𝑤$ + 𝑤!) < 𝜃

Eq. (1) + Eq. (2) contradicts Eq. (3)

Activation 
function

Continuous 
Weighting

XOR



An XOR Logic Gate
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Multi-layer Perceptron?

https://byjus.com/jee/basic-logic-
gates/



Today: A Brief History of DL
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1. Artificial neurons
2. Multilayer neural networks
3. Deep Learning
4. The DL Hardware & Software Landscape
5. Current Research Trends



Multi-Layer Perceptrons (MLPs)
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aka Multi-layer Neural Networks



“Combined Logistic Models”
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“Combined Logistic Models”
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“Combined Logistic Models”
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Multilayer Neural Networks Can Solve XOR
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A new problem: Training
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• How can we train a multilayer model?
• No targets / ground truth for the hidden nodes

• Solution: Backpropagation
• Independently formulated many times

• http://people.idsia.ch/~juergen/who-invented-backpropagation.html
• Rumelhart and Hinton (1986) showed that it really works

• Rumelhart, D. E., Hinton, G. E., & Williams, R. J. (1986). Learning representations by back-
propagating errors. Nature, 323(6088), 533.

– Geoffrey Hinton in Talking Nets - An Oral History of Neural Networks, pg. 380

http://people.idsia.ch/~juergen/who-invented-backpropagation.html


Backpropagation
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• Neural networks are function compositions that can be 
represented as computation graphs:

:

1
2

3

4
5

Input
variables

x f (x )
Outputs

Intermediate 
computations

• By applying the chain rule, and working in reverse order, we get:



Backpropagation: More than just gradient 
descent?
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• Engineering innovations

Leads to Dropout?



Backpropagation: More than just gradient 
descent?
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• Engineering innovations

Leads to Over-parameterized models?



Questions about Multilayer networks?



Today: A Brief History of DL
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1. Artificial neurons
2. Multilayer neural networks
3. Deep Learning
4. The DL Hardware & Software Landscape
5. Current Research Trends



About the term “Deep Learning”
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“Representation learning is a set of methods that allows a machine 
to be fed with raw data and to automatically discover the 
representations needed for detection or classification. Deep 
learning methods are representation-learning methods with 
multiple levels of representation [...]”

-- LeCun, Y., Bengio, Y., & Hinton, G. (2015). 
Deep learning. Nature, 521(7553), 436.



DL building blocks
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• Activation Functions
• Linear and ReLU
• Sigmoid and tanh
• etc.



DL building blocks
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• Activation Functions
• Linear and ReLU
• Sigmoid and tanh
• etc.

• Layers
• Fully-connected
• Convolutional & pooling
• Recurrent
• Residual (ResNets)
• Transformers
• etc.



DL building blocks
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• Activation Functions
• Linear and ReLU
• Sigmoid and tanh
• etc.

• Layers
• Fully-connected
• Convolutional & pooling
• Recurrent
• Residual (ResNets)
• Transformers
• etc.

• Loss functions
• Cross-entropy, MSE, etc.



DL learns hierarchical representations
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• In Language Models: hierarchy in syntax and semantics
• Words à Parts of Speech à Sentences à Stories

• Is Vision: hierarchy in composition
• Pixels à Edges à Textons à Parts à Objects à Scenes



When did DL Become Really Popular?
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• AlexNet achieved 15.4% 
error on top-5 in 2012
• 2nd best was not 

even close: 26.2%
• (nowadays ~3% 

error on ImageNet)



DL: Driven by Benchmark Datasets

Ben Lengerich © University of Wisconsin-Madison 2025



Questions about DL History?



Today: A Brief History of DL
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1. Artificial neurons
2. Multilayer neural networks
3. Deep Learning
4. The DL Hardware & Software Landscape
5. Current Research Trends



Developing Specialized Hardware
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Hardware for Matrix Multiplications
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https://mobidev.biz/blog/gpu-machine-learning-on-premises-vs-cloud

https://mobidev.biz/blog/gpu-machine-learning-on-premises-vs-cloud


Today: A Brief History of DL
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1. Artificial neurons
2. Multilayer neural networks
3. Deep Learning
4. The DL Hardware & Software Landscape
5. Current Research Trends



Self-supervised learning / pretext tasks
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DL on all kinds of structured data (graphs, etc.)
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A gentle introduction to graph neural networks:
https://heartbeat.fritz.ai/introduction-to-graph-neural-networks-c5a9f4aa9e99



Massive unsupervised learning
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From GPT-1 (2018) to GPT-4:
• Architecture:

• Scale: Variety of options, with biggest (1.5B params à >1T params):
• Block size (max context): 512 à 128k
• Layers: 12 à >96
• Attention Heads: 12 à >96
• Embedding Dim: 768 à >12,288
• Vocab: 40k à >50k tokens

• Tokenizer: Includes image patches for multimodal
• Mixture-of-Experts

• Training:
• Dataset: BookCorpus (5GB) à Private 13T tokens (~50TB)
• Reinforcement learning for alignment



Alignment of large systems with human values
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Chain-of-Thought Prompting 
Elicits Reasoning in Large 
Language Models

Experiments with Large 
Language models
Sparks of Artificial General 
Intelligence: Early 
experiments with GPT-4

Training language models to 
follow instructions with human 
feedback (RLHF)

https://arxiv.org/pdf/2201.11903
https://arxiv.org/pdf/2303.12712.pdf
https://arxiv.org/abs/2203.02155


Many directions open…
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• Verifiable Rewards
• Code generation, math calculations, etc.

• Vision-Language models and learning with multimodal data
• Large-scale reinforcement learning
• Model uncertainty, hallucinations
• Model editing, interpretability
• Model synthesis, connections, communication



Next Lecture
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Stats / linear algebra / calculus review



.

Questions?


