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• Causal Thinking
• Identification of causal effects
• Causal Discovery
• Causality in Practice



Causal Thinking



Association vs. Dependence
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(http://imgs.xkcd.com/comics/correlation.png)
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Example 1 of Causal Thinking: 
Learning from Medical Data
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Useful to predict?Observed 
Biomarkers

• Can we learn causal effects from real-world observations?

Patient 
Outcome
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Useful to predict?Observed 
Biomarkers

Underlying RiskUnderlying 
risk produces 
observed 
biomarkers.

+
Predicts worse outcome

Underlying risk 
worsens patient 
outcomes.

• Can we learn causal effects from real-world observations?

Patient 
Outcome



Example 1 of Causal Thinking: 
Learning from Medical Data
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Useful to predict?Observed 
Biomarkers

Underlying RiskUnderlying 
risk produces 
observed 
biomarkers.

Observed 
biomarkers can 
affect treatment 
decisions.

Treatments 
improve patient 
outcomes.

Predicting outcomes from biomarkers can 
confound underlying risk and treatment.

Treatments

+

-

Predicts worse outcome

Predicts better outcome

Underlying risk 
worsens patient 
outcomes.

• Can we learn causal effects from real-world observations?

Patient 
Outcome
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High creatinine suggests 
renal failure but 
monitoring and treatment 
make the most high-risk 
region appear as low-risk.

Concavity suggests that 
behavioral changes are 
influenced by thresholds 
of 3 and 5 mg/dL of 
serum creatinine.

Serum creatinine (mg/dL)
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Elevated creatinine levels are an 
indicator of renal failure, so we 
may expect mortality risk to 
increase with creatinine.

Expectation
Data-driven reality

Example 1 of Causal Thinking: 
Learning from Medical Data

Lengerich et al 2022

https://www.medrxiv.org/content/10.1101/2022.04.30.22274520v2


• Graduate admissions at UC Berkeley in 1973
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Example 2 of Causal Thinking: 
Simpson’s Paradox

[Bickel]

Gender bias?

https://homepage.stat.uiowa.edu/~mbognar/1030/Bickel-Berkeley.pdf


• More women were applying to 
departments with lower 
admissions rates:
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Example 2 of Causal Thinking: 
Simpson’s Paradox

[Bickel]

𝐺𝑒𝑛𝑑𝑒𝑟 𝐴𝑑𝑚𝑖𝑠𝑠𝑖𝑜𝑛

𝐷𝑒𝑝𝑎𝑟𝑡𝑚𝑒𝑛𝑡𝐺𝑒𝑛𝑑𝑒𝑟 𝐴𝑑𝑚𝑖𝑠𝑠𝑖𝑜𝑛

https://homepage.stat.uiowa.edu/~mbognar/1030/Bickel-Berkeley.pdf


The Fundamental Problem of Causal Learning

• We don’t know if we have unobserved confounders.
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The Mindset of Causal Learning from 
Observational Data

• Given a fixed set of variables 𝑋, observational data doesn’t prove 
causality; it rules out non-causal explanations.
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Causal Models
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Causal Models
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Kinds of questions we ask with Causal Models

• Prediction: Would the pavement be slippery if 
we find the sprinkler off?
• 𝑃(𝑆𝑙𝑖𝑝𝑝𝑒𝑟𝑦 ∣ 𝑆𝑝𝑟𝑖𝑛𝑘𝑙𝑒𝑟 = 𝑜𝑓𝑓)

• Intervention: Would the pavement be slippery if 
we make sure that the sprinkler is off?
• 𝑃(𝑆𝑙𝑖𝑝𝑝𝑒𝑟𝑦 ∣ 𝑑𝑜 𝑆𝑝𝑟𝑖𝑛𝑘𝑙𝑒𝑟 = 𝑜𝑓𝑓 )

• Counterfactual: Would the pavement be 
slippery had the sprinkler been off, given that the 
pavement is in fact not slippery and the sprinkler 
is on?
• 𝑃(𝑆𝑙𝑖𝑝𝑝𝑒𝑟𝑦 !"#$%&'(#)*++ ∣ 𝑆𝑝𝑟𝑖𝑛𝑘𝑙𝑒𝑟 = 𝑜𝑛, 𝑆𝑙𝑖𝑝𝑝𝑒𝑟𝑦 = 𝑛𝑜)
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Causal DAGs

• Able to represent and respond to external or 
spontaneous changes



Ben Lengerich © University of Wisconsin-Madison 2025

Identification of Causal Effects

• Intervention: Would the pavement be slippery if 
we make sure that the sprinkler is off?
• 𝑃 𝑆𝑙𝑖𝑝𝑝𝑒𝑟𝑦 𝑑𝑜 𝑆𝑝𝑟𝑖𝑛𝑘𝑙𝑒𝑟 = 𝑜𝑓𝑓

• Gold standard: Randomized controlled 
experiments.
• Often expensive or impossible/unethical to do.
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Potential Outcomes Framework (Rubin-Neyman)

• In RCT, 𝐸 𝑌! = 𝐸 𝑌 𝑑𝑜 𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡 and 
𝐸 𝑌" = 𝐸 𝑌 𝑑𝑜 𝑁𝑜𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡
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“The fundamental problem of causal inference”



Ben Lengerich © University of Wisconsin-Madison 2025

Example – Blood pressure and age
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Example – Blood pressure and age
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Example – Blood pressure and age
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Example – Blood pressure and age
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Example – Blood pressure and age
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Typical Assumption – No unmeasured confounders
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Typical Assumption – Ignorability
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Typical Assumption – Ignorability
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Typical Assumption – Ignorability
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Typical Assumption – Common Support
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Covariate Adjustment
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Covariate Adjustment
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Covariate Adjustment
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Propensity scores
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Inverse propensity score re-weighting
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Inverse propensity score re-weighting
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Inverse propensity score re-weighting
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Inverse propensity score re-weighting
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Problems with inverse propensity scores



Causality in Practice
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Causality in Practice

• RA Fisher: famous statistician, rejected 
smoking->cancer causality
• His claim: Only associational studies 

have been run so far.
• Monozygotic twins have more similar 

smoking patterns than dizygotic twins, so 
maybe a genetic propensity to smoke 
instead of a causal link?

• How many cancers were caused by this 
wrong interpretation? 
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Causality in Practice
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Causality in Practice: What is our model’s use?

• Models are simplifications of reality—they can never be 
entirely correct.
• The key question is:

• How can we use models to make better decisions?

• Causal inference vs. Prediction:
• Prediction models optimize accuracy but may not reveal why outcomes 

occur.
• Causal models aim to uncover mechanisms, guide interventions, and 

inform policy.



Ben Lengerich © University of Wisconsin-Madison 2025

Example: Sensitive features

• Suppose we have access to a sensitive feature (e.g. race, 
gender) that we don’t want to make decisions based on.
• Should we exclude this feature from our model training?
• But holding it out won’t get rid of the effect:

• Indirect bias, hide disparities rather than eliminate them.

• Better strategy: Learn the causal effect of the sensitive 
feature, then choose what to do with it:
• Throw out the effect of the feature (counterfactual fairness)
• Sweep over all possible values of the sensitive feature
• Learn an invariant representation
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Example: Process-based decisions in medicine

• Medicine is a continuous process, not a one-time prediction.

• Dropping into the river of treatment:
• Upstream influences are missing not-at-random.
• Correcting for missing not-at-random can drive us toward biological causality.
• BUT if the missing not-at-random will persist in the real world, then the causal 

model is LESS useful than the model biased by upstream influences.



Questions?


