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Today
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• Supervised Fine-tuning of LLMs
• Alignment / Reinforcement Learning

• Efficient Parameter Fine-tuning / Personalization
• Prompt Optimization



Supervised Fine-Tuning of LLMs



Recall GPT training objective: MLE
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• Directed PGM
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• Probabilistic objective: Max log-likelihood of observed seqs

max
!
+
"

+
#

log 𝑃! 𝑋",# 𝑋",%#

[Radford et al., Improving Language 
Understanding by Generative Pre-Training]
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https://cdn.openai.com/research-covers/language-unsupervised/language_understanding_paper.pdf


What does MLE not do?
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• No task goals
• No explicit reward
• No utility

Can we fine-tune our model to be useful after learning 
unsupervised P(X) learning?

• Dataset selection drives everything



From Unsupervised to Supervised
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• Can we directly train toward utility via explicit rewards?

https://cameronrwolfe.substack.com/p/understanding-and-using-supervised

https://cameronrwolfe.substack.com/p/understanding-and-using-supervised


Supervised Fine-Tuning (SFT)
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• Show the language model how to appropriately respond to 
prompts of different types
• “Behavior cloning”

https://huyenchip.com/2023/05/02/rlhf.html

• InstructGPT

https://huyenchip.com/2023/05/02/rlhf.html


Supervised Fine-Tuning (SFT)
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• Show the language model how to appropriately respond to 
prompts of different types
• “Behavior cloning”

• InstructGPT

1.3B model can outperform 175B model



Reinforcement Learning with Human Feedback
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https://huyenchip.com/2023/05/02/rlhf.html

https://huyenchip.com/2023/05/02/rlhf.html


Reinforcement Learning with Human Feedback
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https://huyenchip.com/2023/05/02/rlhf.html


Collecting high-quality data is critical
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OpenAI UI

https://huyenchip.com/2023/05/02/rlhf.html


Does human feedback reduce model hallucinations?
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https://huyenchip.com/2023/05/02/rlhf.html

John Schulman 2023

https://huyenchip.com/2023/05/02/rlhf.html


Efficient Parameter Fine-Tuning



Personalization / Adaptation / Alignment

Ben Lengerich © University of Wisconsin-Madison 2025

• Every user has their own preferences, history, and contexts.
• How can we efficiently adapt to each user?



Low-Rank Adaptation (LoRA)
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• Hypothesis: The change in 
weights during model 
adaptation has a low 
“intrinsic rank.”



Retrieval-Augment Generation

Ben Lengerich © University of Wisconsin-Madison 2025

• Resource access enables personalization

https://www.hopsworks.ai/dictionary/retrieval-augmented-generation-llm

https://www.hopsworks.ai/dictionary/retrieval-augmented-generation-llm


RAG of Interpretable Models (RAG-IM)
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From One to Zero: RAG-IM Adapts Language Models for Interpretable 
Zero-Shot Clinical Predictions [Mahbub et al 2024]



More Efficient Personalization
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• No semantics
• No task goals
• No explicit reward

https://arxiv.org/pdf/2503.01048

https://arxiv.org/pdf/2503.01048


Prompting



Few-Shot / Zero-shot learning 
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Few-Shot / Zero-shot learning 

Ben Lengerich © University of Wisconsin-Madison 2025



Few-Shot / Zero-shot learning 
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“In-Context Learning”
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Chain-of-Thought
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• No semantics
• No task goals
• No explicit reward



Reasoning Models
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https://arxiv.org/pdf/2501.11223

https://arxiv.org/pdf/2501.11223


Reasoning Models
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Reasoning Models
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https://arxiv.org/pdf/2501.11223


Soft Prompting
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https://arxiv.org/pdf/2306.04735


Questions?


